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Big Data

 VVolume

- Like “really big”, has evolved with time from Tb to Pb
» Variety

- Many types, e.g. text, image, tables
* Velocity

- Acquisition/input speed, output speed

 Variability, Veracity...Vatever

» Traditionally used with predictive analytics



The Visual Analytics Process

D. A. Keim, J. Kohlhammer, G. Ellis and F. Mansmann. Mastering The Information Age - Solving Problems with Visual
Analytics. Eurographics, 2010.

Visual Data Exploration
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Exploration and Latency

3 types of latency to consider for HCI:

1. Continuity Preserving Latency: ~0.1s user feel that
the system is reacting instantaneously

2. Flow Preserving Latency: ~1s user’s flow of thought
to stay uninterrupted

3. Attention Preserving Latency: ~10s keeping the
user’s attention focused on the dialogue

. R. B. Miller. Response time in man-computer conversational transactions. In
Proceedings of the December 9-11, 1968, Fall Joint Computer Conference,
Part I, AFIPS '68 (Fall, part 1), pages 267-277, New York, NY, USA, 1968. ACM.

. J. Nielsen. Response times: The 3 important limits, https://
www.nngroup.com/articles/response-times-3-important-limits/

. B. Shneiderman. Response time and display rate in human performance with
computers. ACM Comput. Surv., 16(3):265-285, Sept. 1984.
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Scaling Visualization

=/ P
= F/wE

— Not in number of items P
— Not in number of dimensions ‘ =
LLLLLE rr

* It needs additional
methods such as:
— Sampling (of items/dim.)
— Aggregation =
— Dimensionality Reduction o
e These methods introduce
artifacts

— Their results should be
explored too, to be validated!

* Vis. does not scale well




Layers of Visual Analytics

Three Layers: A
 Data Management
. T 4
* Analytics
. . . Reactive & ~ G
* Visualization+ Hortow -
Interaction N
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Examples

Hierarchical Clustering Explorer
WikiReactive
HAL Deduplication Framework

Real-time sentiment analysis
Nanocubes

Progressive tSNE
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Hierarchical Clustering Explorer (seon & shneiderman 2002)

http://www.cs.umd.edu/hcil/hce/

e Data

- Multidimensional (n numerical dimensions)
e Task

- Find clusters that clearly reflect properties in the data
* Volume: In memory

* Variety: none
* Velocity: none

Thu. Nov 3rd Big Data VA 8



Hierarchical Clustering

Initial Data Items
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Hierarchical Clustering
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Hierarchical Clustering
Single Linkage
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Hierarchical Clustering
Single Linkage
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Hierarchical Clustering
Single Linkage
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Hierarchical Clustering
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Hierarchical Clustering
Single Linkage
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Hierarchical Clustering
Single Linkage
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Hierarchical Clustering
Single Linkage
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Hierarchical Clustering

Single Linkage

Final Result
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Hierarchical Clustering Explorer
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Hierarchical Clustering and Interaction

* How many cluster? i |

- Many criteria

* Explore interactively

- Vary height (distance)

- Vary number of clusters

- Vary distance function

* Are they good in the end

- Many way to assess but linear!




What If the number of vectors increases?

e From 1,600 to 10,0007

- ~100,000,000 entries for the distance matrix
- Memory and Computation still OK

* From 10,000 to 100,000,0007?

- Memory and Computation not OK



What If the number of vectors increases?

» 100,000,000 vectors could fit in memory?
* The distance matrix cannot fit In memory

- It will take hours to compute

* |nteraction Is not possible any more

 \What can we do about it?



Strategies to cope with Big Data and Visual Analytics

1) Increase the memory?

2) Use a distributed systems?

3) Use a parallel system (HPC)?
4) Use tricks?




Increase the memory for Big Data Visual Analytics

« How much?
- Say for n = 1,000,000 (10¢)
» Dataset + distance matrix + hierarchy

e Memory = ???
* Time to compute the distance matrix?

- Assume 106 operations per second

e Conclusion?



Use a distributed system

 How many machines to perform the
computation quickly?
- Say 10s

 Distributed system have a high latency

- Usually > 10s, around 30s to minutes

* Not good for interaction
* But can compute results ahead of time



Use a Parallel System (HPC)

 Much more expensive than a distributed
system

— But faster

* Do you really need a special architecture?



Use Tricks: Hybrid Algo.

e Clustering a huge
dataset?

 HC is quadratic: not
nossible

e K-Means is linear but
requires a good K

e Sample -> HC ->
Estimate good K -> k-
Means

 Need a good sampling

Thu. Nov 3rd

Big L|

Ross, G. and Chalmers, M. (2003) A visual
workspace for constructing hybrid MDS
algorithms and coordinating multiple views.
Information Visualization, 2 (4). pp. 247-257.

Does not work well for Text
mining
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Big Data Visual Analytics

3 situations according to Hardley Wickham
https://peadarcoyle.wordpress.com/2015/08/02/interview-with-a-dat
a-scientist-hadley-wickham/

 When data does not fit in memory (1TB):
1) Data can be filtered/selected to become small

- actually small data problems, once you have the right
subset/sample/summary

2) Analysis can be split into independent chunks
- actually lots and lots of small data problems
3) Don't know how to filter/split, hard case!

— Irretrievably big
- Research is working on it
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WikiReactive

N. Boukhelifa, F. Chevalier and J.D. Fekete Real-time Aggregation of Wikipedia Data for Visual Analytics. In Proceedings of Visual

Analytics Science and Technology. VAST '10. 147-154. 2010

* Collect wikipedia changes and computes

derived information

— Diffs, user contributions, user per character

Collecting recent changes

Queryrecentchanges = <l Store latest status
——— T
- / Lencyclopédie libre
[ : ‘, h | m 5775 weords
= 3 contributors 7

75 Y iarg 21
0y ‘ Query data ‘ -
~ Wikipedia B : =
: WikiReactive -+ /
Database —fPs i = History 2
Database N }.3 B
C . Web service
. 25/01/03 |02/04/06
= 195 Wiki links 7
Modules: compute -
aggregated data ‘ Store aggregated data ‘ . :?SDw.ordiinthe
Survey Help

Compute and maintain aggregated data

article discussion edit histary protect delete move wyatch

The Beatles

Fram Wikipedia, the free encyclopedia
[(Redirected from The beatles)

This articie is about the band. For their self-titled album also known as The White Alburn, see |

The Beatles were an English musical group from Liverpool whose members were John Lennon, Paul
Ringo Starr. They are one of the most commercially successful and critically acclaimed bands in the

The Beatles are the best-selling musical act of all time in the United States of America, according to
America, which certified them as the highest selling band of all time based on American sales of sinc
Kingdom, The Beatles released more than 40 different singles, albums, and EPs that reached numbe
repeated in many other countries: their record company, EMI, estimated that by 1985 they had sald «
wotldwide. " In 2004, Rofiing Stone magazine ranked The Beatles #1 on its list of 100 Greatest Artist
same magazing, their innovative music and cultural impact helped define the 19605 7 and their influe
today.

The Beatles led the mid-1960s musical "British Invasion” into the United States. Although their initial
rock and roll and homegrown skifile, the group explored genres ranging from Tin Pan Alley to psyched
staternents made them trend-setters, while their growing social awareness saw their influence extenc
of the 1960s. Many people today still see them as the "best band there ever was."

Contents [hic=]
1 1857-1960; Formation
2 Musicalinfluences
3 1960-1970: The Beatles
3.1 Hamburg
3.2 Record contract 29
2.3 Ametica
3.4 Beatlemania crosses the Atlantic
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WikiReactive

* Volume
- 5 million articles in English, many TB of text
* Variety

- Text + previous versions, structure
- Users (id), Talks, categories, stats

* Velocity

- About 100 changes per second
- But each article does not change every second

« HW Cateqgory (1, 2, or 3)?



HAL Deduplication framework

* For each article author added to the HAL

d atab aS e Hal deduplication workflow
O__'| p};r:::r ]—"[ Fill database |
ic

* Resolve simple case (< or > threshold)

e Show an Interface
for the other cases

Thu. Nov 3rd




HAL Deduplication framework

* Volume

- 3 million articles, many TB of text, 3 million authors
* Variety

- Users (id, emaill, institution, lab, date)
* Velocity

- About 1 change per second
« HW Category (1, 2, or 3)7?
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Real-Time Sentiment Analysis

. Christian Rohrdantz, Ming C. Hao, Umeshwar Dayal, Lars-Erik Haug, and Daniel A. Keim. 2012. Feature-Based Visual
Sentiment Analysis of Text Document Streams. ACM Trans. Intell. Syst. Technol. 3, 2, Article 26 (February 2012), 25 pages.

* For each new document scrapped

* Compute part-of-speech tagging, -
lemmatization, negation detection, feat_. ===
extraction, sentiment detection, sentiment-to-
feature mapping

=
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Input Data:
Pairs
{Time-Stamp, Text)

Visualization and
Interactive Visual Analysis

Overview Visualization:
Pixel Map Calendars

Linguistic Preprocessing

Part-of-Speech Morphological Basic Identification of
Tagging Form Reduction Negation Scopes
l usually orderRIMT: . This assword was not | I MEEIG is confusing. W with
Eccepted .1 had to complete MO by [ITE: . The BTG | vasswordl Callw on and Eot Feature Context

: ] Sentiment Identification
poke to was very helpful . She was also veryfriendly . knowledgeable « who closed theELE . Identification

Visualization of Individual Features:
Time Density Plot

Top Pattern Highlighting

Bag of

“ B : Context Words:
password” (overall 129 comments): Sentiment Feature —Features
Word Detect Identifi e
—\Jlerl;:“ Derived Data: Ranked Patterns(Feature, Start Time,
Vo Wommd ol ko sonm o b o | noolomend o 1 bon 11 e e

gl

Sentiment-to-Feature
Attribution

Interval Pattern Score
Mon Apr 21 2008 Sun Jun 08 2008
Associations: many, email address, not to accept,
bsite, sful, phone, to try, to fail, i . .
e e Sentiment for Feature Average Sentiment
whole text Sentiments Time Density Curve Time Density Negativity
M N Calculation for Features
Thu. NOV 3Td Blg Data Density Curve Context
+ l Smoothness Coherence
Derived Data: Tuples (Time-Stamp, Text, Candidate Intervals for '3 3
List of Feature Sentiments, Features D i i
i etermine Associated Terms
Overall Sentiment, Bag of Context Words) ! !




Real-Time Sentiment Analysis

* VVolume

- many million articles read continuously
* Variety

- Time-stamp, text
* Velocity

- As the crawler can work
« HW Category (1, 2, or 3)7?
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Nanocubes (Lins et al. 2013)

http://nanocubes.net/

CRIMINAL_DAMAGE
BATTERY -

THEFT -

NARCOTICS
ROBBERY
PROSTITUTION

| | I Il
200k 400k 600k 800k

2011 2012

Lauro Lins, James T. Klosowski, and Carlos Scheidegger. Nanocubes for Real-Time Exploration of Spatiotemporal Datasets. Visualization and Computer Graphics, IEEE
Transactions on 19, no. 12 (2013): 2456-2465.
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Nanocubes

» Create a spatio-temporal index

* Quickly retrieve distributions from range-
gueries

- Over time
- QOver space
— Over values

 I[ndex creation can take hours

Thu. Nov 3rd Big Data VA
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Nanocubes

* Volume
- Many (200) million points
* Variety
- Spatio-temporal data
* Velocity
- Static
« HW Category (1, 2, or 3)7?



Beyond Pre-Computation:
Bounding Time and Quality

e Visualization i1s User Centric
— Visualization will only show a small amount of data
— Visualization need interactive time
— How can we address the scale in interactive time?

* Analysis is Program Centric
— Analysis will read data, process it and store its results in the end
— Analysis will produce unbounded amounts of data in unbounded
time
— How can we get something in a bounded time?
e Databases is Data Centric

— Databases will store and retrieve unbounded amounts of data In
unbounded (but fast) time

— How can we bound time with a specified level of quality?

Thu. Nov 3rd Big Data VA
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Progressive VA

* Allow Exploratory tools
to work while the
computation is being
done

Williams, M.; Munzner, T., "Steerable, Progressive
Multidimensional Scaling," in INFOVIS 2004.

Batch Visual Analytics Workflow

| Wait f
Select SEECF Run _a' _or Visualize Interpret
—  Analytic — ; Emme Analytic to —_—
Dataset Analytic Results Results
Parameters Complete
Progressive Visual Analytics Workflow
Visualize
Partial
Results
S Select Visualize Interpret
Dataset —  Analytic — Run Analytic Complete — Complete
Parameters Interpret Results Results
Partial
I Results

Charles D. Stolper, Adam Perer, and David Gotz.
Progressive Visual Analytics. /EEE TVCG (Volume 20,

Issue 12, 2014).




Progressive MDS




Progressive tSNE (Pezzoti et al. 2016)

e Multidimensional
projection method

* |nput: points in nD
e Output: points in 2D
« Similar points nearby

https://lvdmaaten.github.io/tsne/
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Progressive tSNE

 Compute distances

 |[terate to converge

Thu. Nov 3rd Big D«




Progressive tSNE

* VVolume

- many million points
* Variety

- N-D points
* Velocity

- Static or dynamic
« HW Category (1, 2, or 3)7?
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